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Commissionerôs foreword 

Artificial intelligence (AI) promises better, smarter decision making.  

Governments are starting to use AI to make decisions in welfare, policing and law enforcement, 

immigration, and many other areas. Meanwhile, the private sector is already using AI to make decisions 

about pricing and risk, to determine what sorts of people make the ɄbestɅ customersɎ ϥn fact, the use 

cases for AI are limited only by our imagination.  

However, using AI carri es with it the risk of algorithmic bias. Unless we fully understand and address 

this risk, the promise of AI will be hollow.  

Algorithmic bias is a kind of error associated with the use of AI in decision making, and often results in 

unfairness. Algorithmic  bias can arise in many ways. Sometimes the problem is with the design of the AI -

powered decision -making tool itself. Sometimes the problem lies with the data set that was used to train 

the AI tool, which could replicate or even make worse existing problem s, including societal inequality.  

Algorithmic bias can cause real harm. It can lead to a person being unfairly treated, or even suffering 

unlawful discrimination, on the basis of characteristics such as their race, age, sex or disability.  

This project sta rted by simulating a typical decision -making process. In this technical paper, we 

explore  how algorithmic bias can Ʉcreep inɅ to Aϥ systems and, most importantly, how this problem 

can be addressed.  

To ground our discussion, we chose a hypothetical scenario : an electricity retailer uses an AI -powered 

tool to decide how to offer its products to customers, and on what terms. The general principles and 

solutions for mitigating the problem, however, will be relevant far beyond this specific situation.  

Because algorithmic bias can result in unlawful activity, there is a legal imperative to address this risk. 

However, good businesses go further than the bare minimum legal requirements, to ensure they 

always act ethically and do not jeopardise their good name.  

Rigorous design, testing and monitoring can avoid algorithmic bias. This technical paper offers some 

guidance for companies to ensure that when they use AI, their decisions are fair, accurate and comply 

with human rights.  



 

Addressing the problem of algorithmic bias ɍ Technical Paper ɍ 2020 

 

6 

On behalf of the Australian Human Rig hts Commission, I pay tribute to our partner organisations in this 

project for the deep expertise they provided throughout this work: Gradient Institute, Consumer Policy 

Research Centre, CHOICE and CSϥROɅs Data61.  

 

 

 

Edward Santow  

Human Rights Commissioner  

November 2020  

 

 

 

 

 

 

 

  



   

7 

 Executive  summary  

This technical paper is a collaborative 

partnership between the Australian 

Human Rights Commission, Gradient 

Institute, Consumer Policy Research 

Centre, CHOICE and CSϥROɅs Data61. 

We explore  how the problem of 

algorithmic bias can arise in decision 

making that uses artificial intel ligence 

(AI). This problem can produce unfair, 

and potentially unlawful, decisions . 

We demonstrate  how the risk of 

algorithmic bias can be identified, and 

steps that can be taken to address or 

mitigate this problem . 

AI is increasingly used by government 

and businesses to make decision s that 

affect peopleɅs rights, including in the 

provision of goods and services, as well 

as other important decision making 

such as recruitment, social security and 

policing . Where algorithmic bias arises 

in these decision -maki ng processes, it 

can lead to error. Especially in high -

stakes decision making, errors can 

cause real harm. T he harm can be 

particularly serious if a person is 

unfairly disadvantaged on the basis of 

their race, age, sex or other 

characteristics. In some cir cumstances, 

this can amount to unlawful 

discrimination  and other forms of 

human rights violation . 

This paper describes the outcomes of a 

simulation. We have simulated a typical 

decision -making process and identified 

five scenarios in which algorithmic bias 

may arise due to problems that may be 

attributed to the data set, the use of AI 

itself, societal inequality, or a 

combination of these sources. We 

investigate if algorithmic bias would be 

likely to arise in each scenario, the 

nature of any bias, and consider how it 

might be addressed. The scenarios are 

framed around a consumerɅs 

interactions with an e ssential service 

provider that most people will deal with 

at some point Ɂan energy company.   

We principally consider fairness by 

reference to the protected attributes  in 

Australian anti -discrimination law, such 

as sex, race and age. We then use three 

fairn ess measuresɁselection parity, 

equal opportunity and precision 

parityɁas potential indicators of 

algorithmic bias or discrimination. Next, 

we apply mitigation strategies to 

address any algorithmic bias, and 

consider the effect of those strategies 

by refere nce to any change in the 

fairness measures and the overall 

accuracy of the decision making itself.  

Each of the five scenarios explored in 

this technical paper highlights a 

protected attribute. It shows how 

algorithmic bias may pose a risk of 

unlawful discr imination under federal, 

state and territory anti -discrimination 

and equal opportunity laws.  

This paper deliberately adopts a broad 

definition of algorithmic bias. We 

observe that algorithmic bias can result 

in unfairness, which in some situations 

can amou nt to unlawful discrimination 

or other forms of illegality. B usinesses 



 

Addressing the problem of algorithmic bias ɍ Technical Paper ɍ 2020 

 

8 

with strong ethical principles and a 

concern for their reputation will seek to 

act fairly, and so it will be important to 

avoid algorithmic bias regardless of 

whether this always amount s to 

unlawful behaviour.  

This approach allows companies to be 

proactive in identifying the human 

rights risks in how they use AI,  and then 

to ensure that they address these risks 

by acting lawful ly and responsibl y. 

Responsible use of AI starts before the 

AI system  is used in a live scenario. It 

requires rigorous design, testing and 

monitoring to ensure it is not affected 

by algorithmic bias. We  offer some 

guidance aimed at improving fairness 

standards in the operation of AI 

systems, thereby reducing the ri sk of 

unlawful discrimination.  
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 Introduction  

2.1 Purpose and scope  

There is rapid growth in the use of 

artificial intelligence (AI) 0F

1 in decision  

making . This is fuelled by the promise 

that AI can increase the efficiency, 

accuracy and cost -effectiveness of 

many forms  of decision making.  

However, there are also risks. This 

paper explores how unfairness, and 

potentially unlawful discriminat ion, can 

arise through the operation of AI 

systems  used in decision making. The 

paper discusses how these problems 

can be identified, and some steps that 

can be taken to address or mitigate 

the  problems.  

We simulate a typical scenario in which 

an AI system is applied to assist in 

making decisions . We use a synthetic 

data set and  test  the decisions 

produced by the AI system. We analyse 

the results from technical, human 

rights, and consumer rights 

perspective s. 

Human rights should be considered at 

all stages of the development and use 

of technology, including AI. There are 

several factors, particularly in the 

design phase, that can engage 

individual or collective  human rights. 

Therefore, we should ensure a rigorous 

assessment of these elements to 

address the r isk of individual or 

social harms.  

In accordance with the U nited Nations  

Guiding Principles on Business and 

Human Rights, businesses should be 

proactive in identifying the human 

rights risks or impacts of their activities 

and relationships. 1F

2 Businesses should 

ensure the lawful and responsible use 

of the tools they design and deploy. 

This paper seeks to offer some 

guidance aimed at improving 

fairness  standards in the operation 

of  AI systems. 

2.2 Contributing partners  

This paper is the product of a 

collaborati ve partnership between the 

Australian Human Rights Commission, 

Gradient Institute, Consumer Policy 

Research Centre, CHOICE and CSϥROɅs 

Data61. 

This paper highlights the importance of 

multidisciplinary, multi -stakeholder 

collaboration and cooperation. The 

complexity of issues relating to the use 

of AI in certain decisions requires the 

engagement of teams that offer 

insights from academia, government, 

non -profits and the private sector.  

Each of the partner organisations has 

contributed its own resources in 

undertaking the work for this project. 

Gradient Institute led the technical 

work in this project. The  Consumer 

Policy Research Centre's Research 

Pathways Program contributed funding 

to support some of the projectɅs 

technical work.  
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 Background and context  

3.1 AI systems  

ϥn this paper, the term ɄAϥ systemɅ refers 

to a system that materially uses AI in a 

decision -making process , whether or 

not  the system is fully automated, or a 

person makes the final decision.   

AI is not a singular piece of technology. 

Rather, it is a Ʉconstellation of 

technologiesɅ. There are generally 

considered to be two stages of 

development of Aϥ: ɄNarrow AϥɅ, which 

refer s to AI systems capable of specific, 

relatively simple tasks; and ɄArtificial 

General ϥntelligenceɅ which is largely 

theoretical today and would involve 

sophisticated cognitive tasks. The AI 

system used in this paper employs 

Narrow AI that analyses data to  develop 

solutions in a specific domain.  

AI systems of the type discussed in this 

paper  use data and machine learning 

algorithms  to train mathematical  

models  for the purposes of predicti on 

or decision making , as shown at  

Figure 3.1. The training data  

commonly consists of previous 

decisions  of the sort that the AI system 

will make or contribute to ( labels ) as 

well as supporting data (features ).2F

3 The 

Aϥ system then ɄsearchesɅ for patterns 

within a data set of previous decisions, 

with a view to identifying common 

feature values or indicia associated 

with particular types of decision. 

Certain indicia might be present for 

past decisions that a company  later 

assesses as Ʉgood decisionsɅ for the 

companyɅs purposes, and other indicia 

might be present in decisions that the 

company subsequently judges to be 

ɄbadɅ. Any future decision that relies on 

the AI system would be made by 

reference to a range of cons iderations 

that would include the identified 

patterns of previous decisions.   

For example, an AI system that assists a 

bank in deciding whether to grant 

people home loans typically is trained 

on the bankɅs previous loan decisions, 

as well as any other data  that the bank 

has access to. This can help the bank  

determine risk  of default , by reference 

to an applicantɅs financial and 

employment history, and demographic 

information . In this way, the AI system 

can identify feature values or indicia 

associated with decisions to offer loans 

to people who turn out to be profitable 

(or unprofitable) for the bank. When 

the bank considers a new applicant for 

a bank loan (sometimes referred to as 

Ʉquery dataɅ), the Aϥ system can be used 

to consider those feature values or 

indicia as they apply to the applicant, 

with a view to predicting whether the 

new applicant would be likely to pay 

back their loan reliably.  
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Figure 3.1: Overview of the type of AI system considered in this paper  

 

This paper explores  the risk that AI 

systems produce results that cause 

unfair disadvantage, or even unlawful 

discrimination, by reference to a 

hypothetical, but realistic, decision -

making scenario . The aim is to examine 

the operation of  a ɄtypicalɅ Aϥ system, 

with a view to understanding the 

human rights risks, and how these risks 

might be addressed.  

The paperɅs hypothetical scenario  

considers how an electricity company, 

which is an example of an essential 

service provi der, selects customers and 

potential customers using AI.  

Specifically, the scenario involves an 

electricity company using an AI system 

to make decisions about whether to 

offer individuals (prospective customers) 

market -competitive service contracts. 

The AI system is provided with feature 

information related to each individual 

who is being considered for a service 

contract. These include data that such a 

service provider could reasonably obtain 

directly or from a third -party data 

broker. Some of this data m ay be 

predictive of the profitability of a 

customer. Sensitive variables, such as 

the individualɅs sex, race or age, may be 

included in the data set.  

Even if not present, such sensitive 

information may be inferred by the AI 

system because the data set cont ains 

proxy variables which correlate with 
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the sensitive variable . The AI system is 

then used to predict each individualɅs 

likely profitability if they were accepted 

as a customer and, on that basis, the 

company decides whether to offer 

those individual s market -competitive 

service contracts.  

3.2 Human rights 

framework  

We consider the use of AI systems by 

reference to internatio nal and 

Australian human rights law. 3F

4 AI 

systems can be used in ways that 

engage a number of human rights, but 

this paper focuses on  one key right Ɂ

namely, the right to equality and non -

discrimination. This right is expressed 

in major international human  rights 

treaties, 4F

5 and it has been largely 

incorporated in Australian anti -

discrimination laws. 5F

6  

 

 

 

Some key human rights concepts for 

this paper include the following:  

 

¶ Equality  is predicated on the idea 

that all human beings are born free 

and equal. It means that all persons 

are equal before the law and are 

entitled without any discrimination 

to the equal protection of the law. 6F

7  

¶ Formal equality  is concerned with 

equality of treatment and expects all 

people to be treated the same way 

regardless of their differences.  

¶ Substantive equality  is concerned 

with equality of opportunity and 

outcomes. It recognises that formal 

equality does not address 

underlying, historical  and structural 

inequalities that limit a personɅs 

opportunity to participate equally in 

society.  Substantive equality goes 

beyond equal treatment, and 

attempts to redress underlying, 

historical and structural inequalities, 

which can require the use of 

affirmative action or Ʉspecial 

measuresɅ. 

Under international law, d iscrimination 

occurs when a person, or a group  of 

people, is treated less favourably than 

another person or group because of 

their  race, colour, sex, language, 

religion, political or other op inion, 

national or social origin, property, birth 

or other status .  

Discrimination can be direct or indirect. 

ɄDirect discriminationɅ is where a person 

is treated differently from others . 

Discrimination also occurs when an 

unreasonable rule or policy appli es to 
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everyone but has the effect of 

disadvantaging some people because 

of a personal characteristic they 

share.  This is known as Ʉindirect 

discriminationɅ. 

There are a series of laws that make 

discrimination unlawful at the federal 

level. 7F

8 Those anti -discrimination 

statutes prohibit discrimination on the 

basis of protected attributes , 

including an individualɅs: 

¶ age 

¶ disability  

¶ race, including colour, national or 

ethnic origin or immigrant status  

¶ sex, pregnancy, marital or 

relationship status, family 

responsibilities or breastfeeding  

¶ sexual orientation, gender identity 

or intersex status.  

It can be  unlawful to discriminate against 

a person on the basis of a protected 

attribute, in providing or refusing to 

provide goods, services or facilities. 8F

9 

Some state and territory anti -

discrimination laws protect other 

attributes in their respective jurisdictions. 

Those other attributes include religion, 

immigration status, irrelevant criminal 

record, and profession, trade, occupation 

or calling. 9F

10 While this pa per focuses on 

anti -discrimination law, other laws can 

also be relevant to the operation of AI 

systems. For example, a range of federal, 

state and territory laws protect other 

human rights, such as privacy. In 

addition, Australian consumer protection 

frame works aim to enhance the welfare 

of Australians by promoting fair trading, 

competition and consumer protections. 10F

11 

3.3 Algorithmic bias in AI 

systems  

 Algorithmic bias  

Any decision -making system is capable 

of error. This is as true of decisions that 

are made using conventional methods 

that rely heavily on human 

involvement, as it is of the most highly 

sophisticated AI system, and every form 

of decision making in between.  Where 

an AI system produces these sorts of 

errors, it is sometimes called 

algorithmic bias.  Algorithmic bias is not 

a term of art; it is a general term that 

can refer to one or a collection of 

specific biases .11F

12 

This paper uses the term algorithmic 

bias to refer to predictions or outputs 

from an AI system, where those 

predictions or outputs exhibit 

erroneous or unjustified differential 

treatment between two groups. 12F

13 The 

differential treatment may be 

erroneous because of mistakes or 

pr oblems in the AI system, or it may be 

unjustified because it generally raises 

questions of unfairness, disadvantage 

or inequality that cannot be justified in 

the circumstances.   

 Algorithmic bias, unfairness 

and unlawful discrimination  

Erroneous or unjusti fied differential 

treatment can have particularly serious 

consequences if the groups  are 
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distinguished by a Ʉprotected attributeɅ, 

such as disability, race, age or sex. This 

would  include  situations in which  the 

outputs are different for people with a 

prot ected attribute in comparison with 

people without that protected attribute .  

Algorithmic bias may be, or may lead 

to, unlawful discrimination, w here there 

is no legal justification for that 

difference in outcome .13F

14 Addressing 

the problem of algorithmic bias in an AI 

system therefore will reduce the risk of 

engaging in unlawful discrimination . 

However, this technical paper  

deliberately adopts a definition of 

algorithmic bias that is broader 

than  the  strict legal definition of 

unlawful discrimination.  

The reason for this approach stems 

from the fact that proving unlawful 

discrimination in a specific situation can 

be complicated, involving a detailed 

analysis of the particular facts and 

circumstances. Situations can arise that 

involve unfairness to a group, such as 

women or older people, where it is 

difficult or even impossible to prove in 

a court that they have suffered 

unlawful discrimination. However, very 

few companies would seek to act as 

unfairly as they could get away with, 

short of being sued for unlawful 

discrimination. On the contrary, any 

company with strong ethical principles 

and concern for its own reputation will 

seek to treat its customers and 

prospective customers fairly. Hence, for 

the vast majority of companies, it is 

important to avoid unfairness, 

regardless of whether their conduct 

ultimately could be proven also to 

involve unlawful discrimination.  

 Sources of algorithmic bias  

Another way of understanding the 

concept of algorithmic bia s is to 

consider some of the root causes 

of  inequality.   

Figure 3.2 demonstrates inequality in 

the results of an AI system according to 

three components:  

¶ G1 represents current soci etal 

inequality, extrinsic to the AI system  

¶ G2 represents a source of 

algorithmic bias that may arise in an 

AI system due to  inaccurate, 

insufficient , unrepresentative  or 

outdated data  

¶ G3 represents a source of 

algorithmic bias that may arise  due 

to the  intrinsic design  or 

configuration of  the AI system itself .  

Algorithmic bias typically pertains to 

issues associated with G2 and G3, 

whereas societal bias with G1. The 

source of an Aϥ systemɅs inequality has 

implications for the effectiveness of any 

mitigation approaches taken.  
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Figure 3.2 Sources of inequality in AI systems.  

 

 

For example , consider an AI system that 

is designed to predict individuals most 

likely to be profitable customers. 

Imagine the AI s ystem 

disproportionately selects men, based 

on their predicted profitability, 

compared to women. There are various 

explanations for this unequal  output, 

which fall broadly into two categories.  

First, inequality may arise because of a 

problem with  the data , or in the AI 

system design, or both.  Unsuitable data 

(G2) or a poorly designed AI system 

(G3) can lead to predictions that are not 

representative of reality.  

Depending on the precise detail of the 

situation, this algorithmic bias could also 

amount to unl awful discrimination, given 

that the differentiating factor was a 

protected attribute (whether the 

potential customer was male or female).  

Second, inequality may arise where the 

AI system produce s outputs that reflect 

existing inequalities external to the AI 

system.  This may be due to societal 

inequalities such as the gender pay gap 

which has resulted in male customers 

actually being more profitable (G1). 

Although accurate, use of the AI system 

in this case would lead to a differential 

outcome for men and women.  

It is important to note that gaps are not 

independent of each other. For instance, 

both G2 and G3 can reinforce or amplify 

G1 (an AI system that specifically 

disadvantages individuals who a re 

already facing societal inequality).  

3.4 Predictive modelling 

in consumer contexts  

This paper demonstrates how 

algorithmic bias engages human rights 

in a consumer context through the 

provision of goods and services. 

Consumer rights are important to 

promote  fair, safe and inclusive markets 

for Australian consumers, including 

equal access to products and services, 

which protects the human right to non -

discrimination and equality.  
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We simulate a decision -making process 

that reflects common business 

practices  where AI systems are used to 

predict the profitability (or 

creditworthiness) of a potential 

customer . AI systems and predictive 

modelling are often  used to assist 

decision making in financial services, 

telecommunications, energy and 

human resources sectors. 14F

15  

Businesses are increasingly collecting 

personal data, which they use in AI 

systems to improve the way they assess 

potential customers and ultimately 

increase their profitability.  Often 

individuals have little choice about 

whether they are subjected t o these 

almost -ubiquitous data -collection 

practices . If discrimination or other 

unfairness arises, this can breach their 

consumer 15F

16 or human rights.  

A company can pursue maximum 

profitability provided they are not acting 

unlawfully . In some situations, it would 

be unlawful to rely on an AI system that 

produces biased results. This is 

certainly true of an AI system that 

produces discriminatory results . Put 

simply,  a business that makes decisions 

using an AI system that exhibits 

algorithmic bias faces a nu mber of 

legal, financial and reputational risks  

that need to be carefully and 

conscientiously addressed .   

3.5 Data sets  

 Data sets and AI systems  

AI systems are generally trained on 

large data sets. Some data sets contain 

personal information of many 

individu als. Other data sets are made 

up of personal information that has 

been aggregated or combined in a way 

that no individualɅs personal 

information is easily identifiable.  

Where personal information is 

aggregated in a way that strips the 

detail linking it to  an individual Ɂoften  

referred to as de -identified or 

anonymised data Ɂthe resulting data 

set will no longer be considered 

Ʉpersonal informationɅ within the 

meaning of Australian privacy law. 16F

17 

Such aggregated data sets are 

frequently used in AI applications to 

draw inferences about individuals who 

share particular characteristics with 

groups of people Ɂwith that individualɅs 

personal information used as a 

reference point.  

Digital platforms, suc h as Google and 

Facebook, collect personal data at large 

scale, and also offer AI systems that use 

predictive modelling. ϥn addition, Ʉdata 

brokersɅ buy, aggregate, analyse, 

package and sell personal data as well 

as insights derived from personal 

data. 17F

18 This data can be used in 

AI systems.  

 Data for purchase  

Large data sets are commercially 

available  for  purchase. Australian and 

international companies offer  these 

data sets for use in  advertising, market 

research, insurance, financial services , 

health c are, among other areas . These 

data sets consist of aggregated, 

anonymised user data gathered over a 
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period of time.  These information -rich 

data sets provide access to credit risk 

scores, age, geography, debt balances, 

family circumstances, as well as 

poli tical, social and consumer 

preferences and opinions, among 

other  things. 18F

19   

CHOICE contacted some companies to 

enquire about purchasing a data  set. 19F

20 

CHOICE made some basic enquiries 

about their data set products and 

clients. These companies did not  

disclose how they collect and compile 

the information in these data sets.  

The collection, aggregation and sale of 

large data sets present significant 

challenges for the businesses that rely 

on this information and use it in their 

operations. These practi ces may pose 

risks of harm to customers of 

those  businesses.  

 Simulated data  

We use simulated data in this paper to 

study sources of algorithmic bias for 

two primary reasons. First, using 

simulated data, instead of the real 

personal data of a group of individuals, 

is the most effective way of protecting 

privacy. Secondly, real data sets will 

often conta in some, if not all, the biases 

discussed in this paper. In order to 

adequately isolate and illustrate the 

effects of particular biases, we need the 

ability to control how these biases are 

introduced. This is only possible with a 

data simulator.  

Details o f the simulationɅs 

assumptions are discussed in each 

scenario as well as in Appendix 2.  
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 Simulation  

4.1 Retail electricity 

market and AI 

systems  

Any business should ensure that its 

decision making is fair, accurate and 

avoids bias or discrimination. This 

proposition should be equa lly true for 

decision making that uses AI systems Ɂ

hence the need to avoid algorithmic 

bias. While this paper assesses the risk 

of algorithmic bias in a scenario based 

on the retail electricity  market, this is 

merely a hypothetical case study. The 

issues discussed in this paper apply to 

a variety of situations where AI systems 

are used  to make decisions that have a 

significant effect on individuals , 

including  insurance pricing , 

recruitment, mortgage lending and 

online marketing , to name just a few .  

This simulation  focuses on electricity 

service contracts because electricity is 

an essential service and some retail 

electricity providers assess prospective 

customers through credit checks. 20F

21 

These providers may plausibly use AI 

systems and data acquired di rectly or 

through a data broker to assess 

prospective customers. 21F

22 This paper 

does not suggest that the simulation 

scenarios, including any particular 

algorithmic bias, unfairness or 

discrimination, describe the actions of 

any or all companies that part icipate in 

the Australian electricity market.  

 

Australian electricity companies 

participating in a competitive market 

are generally not legally obliged to 

provide services to every prospective 

customer. 22F

23 Companies routinely assess 

whether a potential customer is likely 

to be profitable, which involves 

predicting the cost of serving a 

potential customer alongside the 

revenue they might collect from the 

sale of services. This consideration can 

include the chance that the person will 

miss or make late pay ments, will need 

to access financial hardship provisions, 

will heavily use call centres and will 

require other support services. For 

example, a new entrant electricity 

company may have a business strategy 

built around offering low tariff prices to 

secure m arket share and minimise their 

own costs. To do so, they may aim to 

build a pool of customers who interact 

with the provider via cheap online 

services, pay reliably and require 

minimal additional support services, 

thereby excluding other consumers of 

whom many are likely to experience 

disadvantage. This will help reduce 

costs such as writing off debt, 

identifying and contacting consumers 
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who need support, administration of 

flexible payment options, and 

processes for upholding compliance 

with the regulations  themselves.  

If an electricity company assesses that a 

prospective customer is likely to 

encounter problems in paying their 

energy bills, the company may have 

little financial incentive to offer a 

market -competitive contract to that 

individual. However,  receiving a 

cheaper market -competitive contract 

can also benefit an individual by 

making it easier for them to 

afford  payments.  

For the purpose of this simulation, w e 

assume that selecting an individual for 

a market -competitive contract  in this 

case is more beneficial to an individual , 

regardless of whether they will be 

profitable or not , because: 

¶ electricity  is an essential service and 

so individuals may settle for less 

advantageous deals or discounts, 

pay higher tariff prices, or receive 

poor cus tomer service  

¶ it would allow an individual  to 

accept or reject the offer  (though we 

acknowledge consumers may not be 

given adequate information to make 

an informed choice  about whether  

an offer is in their best interests) . 

We are concerned about situations  

where  individuals  may not be offered a 

market -competitive contract due to  

bias or discriminat ion . 

4.2 Data set synthesis and 

methodology  

The process for the simulation 

conducted by Gradient Institute is 

outlined in Figure 4.1.  

Figure 4.1 Illustration of the methodology used to investigate each scenario . 
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Scenarios and  simulator  

For each scenario, synthetic data is 

simulated containing customer records 

on which a n AI system is trained to 

decide whether to offer a new applicant 

a market -competitive service contract. 

The data includes binary labels 

indicating whether each individual was 

profitable or not, which is used as the 

target for the AI syst em. If the AI 

system predicts a new individual to be 

profitable, a decision is made to offer 

the individual a service contract at 

market -competitive rates.  

The simulated data set includes 

features  that are known attributes for 

each individual associated w ith credit 

worthiness, including age, income, or 

postcode. Some of these features 

include protected attributes which 

demonstrate disparate outcomes  

between groups (such as sex, race or 

age). Additionally, this simulation 

includes unmeasured features , 

rando mly generated, which may affect 

an individualɅs profitability, such as 

whether they pay bills on time, the 

amount of electricity they consume or if 

they use electricity in predominantly 

off -peak or on -peak times. The features 

and their dependencies on on e another 

are, however, unique for each scenario 

and are set out in Appendix 2.  

In each scenario, we use a sufficiently 

large data set to train the model, 

eliminating inaccuracies arising due to 

a small data set. 23F

24 In simulating this 

data, we have made  certain 

assumptions, such as the fraction of a 

population that is  profitable or how 

predictive the data is, which would be 

difficult to measure in reality. In this 

simulation we are able to consider the 

question:  Would algorithmic bias be likely 

to arise in the outputs of an AI system 

trained on this data? If so, how might it 

be addressed? 

AI system  

The synthetic data set is then used to 

train and validate a logistic regressor, 

which produces predictions of the 

chances that each customer will be 

profitable or not. 24F

25 These predictions 

are then compared against a particular  

acceptance threshold to decide which 

customers are offered a market -

competitive contract. Logistic 

regressors are widely used tools in the 

industry to address problems of bina ry 

classification . Binary classification  is a 

modelling problem with the goal to 

distinguish between two categories. In 

this case, it is the answer to a yes or 

no question: Is the individual going to be 

profitable? 

Logistic regression is a relatively simpl e 

mechanism but is sophisticated enough 

that our conclusions about resulting 

algorithmic biases generalise to a wider 

range of models. 25F

26 Logistic regression 

makes a prediction by computing a 

weighted sum of the features and 

transforming the total throug h the 

logistic function. During the training of 

this AI system, the weighting of the 

features is adapted to optimise 

performance on the training data set so 

that the predictions match the target 

variableɅs values recorded in the training 

data (labels) as closely as possible.  
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Predictive m odelling  

ϥn this case study, the Aϥ system ɄtunesɅ 

the weighting of each featureɅs 

contribution to the predictions , so that 

high likelihoods of profitability are 

allocated to individuals in the training 

data that are labelled profitable and 

low likelihoods of profitability are 

allocated to individuals labelled not 

profitable. Therefore, the AI system will 

be able to mo re accurately predict the 

target of new individuals for each 

scenario, assuming that the new 

individuals are statistically similar to the 

population from which the training data 

is obtained.  

Feature importance  

This weighting of the features is a 

measure of  feature importance in a 

specific model which contributes to the 

Aϥ systemɅs prediction. However, the 

feature importance does not imply a 

causal relationship in reality. For 

example, if we attempt to predict 

whether an individual has the flu, 

knowing wheth er the individual 

performed a web search for flu 

remedies may be an important feature. 

However, it is not a causal feature. 

Preventing people from searching for 

flu remedies will not reduce the 

number of flu cases.  

In the context of predicting profitabilit y, 

a positive weight indicates that a  high 

value of that feature is associated with 

profitable individuals, while a negative 

weight means the AI system will 

downrank those individuals as less 

profitable. Plotting these weights can 

help us understand the basis on which 

a model is making predictions. 26F

27 

Fairness measures  

We use three fairness measures  to 

analyse algorithmic bias in relation to 

the outcomes of an AI system. 27F

28 These 

fairness measures may indicate the 

potential presence of algorithmic bias 

or discrimination , but they are not 

determinative .  

While these measures are framed in 

the context of ɄparityɅ, the intention is 

not necessarily to reach parity but to 

demonstrate the differences betw een 

two groups distinguished by a 

particular attribute.  

¶ Selection parity (or demographic 

parity)  compares the selection rates 

between groups. Selection parity 

requires the fraction of each group 

selected by the AI system ( selected 

individuals ) to be the sa me, 

regardless of differences in 

suitability for selection between 

groups. For example, an AI system 

that selects 40% of males and 30% 

of females for a job interview when 

an equal number of both genders 

apply, would fail selection parity.  

¶ Equal opportunit y compares the 

correct selection rate between 

groups, considering only those who 

are suitable for selection . If there is 

equal ity of  opportunity , the chances 

of a suitable customer being 

selected will not depend on which 

group they belong to.  For example, 

a scholarship program that selects 

60% of suitable males and 80% of 
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suitable females might not 

constitute  equal opportunity.  (As a 

question of law, such a discrepancy 

still may be lawful if, for instance, 

the relative preferential treatment 

of female candi dates could be 

shown to constitute a special 

measure that remedies 

historical  inequality.)  

¶ Precision parity  compares the correct 

selection rate between groups, 

considering only those who are 

selected. A result complies with 

precision  parity if the chances of a 

selected individual being suitable do 

not depend on which protected 

group they belong to. For example,  a 

financial lending system in which 70% 

of the selected males were 

determined to be suitable and 50% of 

the selected females were 

determined  to be suitable would fail 

precision parity.  

4.3 Toolkit for mitigating 

algorithmic bias  

Anyone who is considering the  use of 

an AI system to make decisions should 

ensure that their decision making is fair 

and lawful. Government and 

businesses have particular obligations 

to their citizens and customers 

respectively. Where an AI system is 

used to make decisions that can af fect 

a personɅs human rights, those 

decisions should be fair, lawful and 

they should uphold human rights.  

Fulfilling this responsibility starts before 

the AI system is used in a live scenario. 


























































































