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Consumers are lost in search 

Search is a service that connects consumers with information and, frequently, is a starting 
point for engaging with businesses or services. Accuracy matters yet increasingly people are 
presented with the most profitable answer for search services rather than the information 
they need.  

As an example, someone searching on Microsoft Bing for the not-for-profit assistance service 
“financial counselling Australia” will be presented with a wall of ads for high cost and poor 
value debt management services before seeing the answer they need.  

The monetisation of consumer data, and the growth in sponsored content and targeted 
advertising has led to consumer experience where individuals are sifting through ‘what the 
digital platforms want them to see’ to find ‘what they are actually looking for’. 

Both choice of search services and quality of results are currently compromised in the current 
environment. Consumer choice is practically very limited in the search market due to the 
prevalence of exclusive pre-installation and default agreements for many devices which makes 
switching to an alternative search engine difficult. Once using the search service, consumers 
are then limited by the information they see, which is curated for a commercial benefit. This 
limitation in quality and choice will continue to be exacerbated through the widespread 
adoption of search via AI using Large Language Models (LLM)-based chatbots. Many LLM-
based chatbots currently provide information as a fait accompli, often not citing any 
information sources, thus limiting avenues to verify the accuracy of the information. 

Australian consumers would greatly benefit from reforms similar to those implemented in the 
European Union through the Digital Markets Act (DMA). The DMA requires designated digital 
platforms to provide consumers with choice screens to give them greater choice of browsers, 
search engines and virtual assistants. 

CPRC supports the introduction of clear mandatory obligations for digital platforms to help 
standardise and regulate choice screens and offers of alternative browsers but more is needed 
to address the twin issues of limited consumer choice and quality of search results. The 
Federal Government must prioritise the following economy-wide reforms to ensure this issue 
is addressed in a way that delivers a holistic consumer protection framework: 

• Introduce an unfair trading prohibition to protect consumers from businesses that 
unfairly exploit consumers; in particular, how choice is offered to consumers. The 
prohibition should include an evolving blacklist of unfair practices, including the use of 
dark patterns. 

• Reform the Privacy Act to bring Australia’s protection framework into the digital age. 
In particular, implement the fair and reasonable obligation in the Privacy Act, and 
modernise the definitions of ‘personal information’ and ‘de-identified information’.  

Our submission uses insights from CPRC’s research and considers the questions raised in the 
issues paper using three key principles – fairness, safety and inclusivity for consumers engaging 
in the digital economy.  

CPRC welcomes the opportunity to work with the ACCC and to share further insights from our 
consumer research projects.  



 
 

4 

Alternative search methods  

Question 1. What types of digital platform services are viable 
alternatives to general search services?  
 

Question 2. How are consumers using both general search services or 
other services (including AI chatbots and social media services) to find 
information? 

Social media platforms and Generative AI services are being used more widely for search, 
both in addition to, and in lieu of traditional search services. Consumers currently use these 
platforms to search for news, content and products and we expect to see growth in 
applications of such platforms for additional information-seeking activities.  

The shift to using social media for searching appears to be becoming commonplace among 
younger generations. Recent studies have found between 64% and 79% of Gen Z 
respondents, and close to half of Millennials (49%), are using social media to search for 
content, news and products.1,2,3  These cohorts value social media for new information, with 
many agreeing this is because “there are different perspectives available”.4 A recent study 
even shows that more than half of Gen Z women (51%) prefer using TikTok over Google as 
their search engine, citing reasons including the digestible nature of the video format, and 
more relatable and personalised answers.5 However, the younger cohorts are aware social 
media may not be the best for reliable information and do display concerns about 
misinformation.6 In spite of this shift to using social media for search observed primarily 
among younger cohorts, a recent international study shows more than two in five Americans 
overall use TikTok as a search engine, demonstrating the growing application of social media 
for search within more general populations.7 

 
In relation to generative AI, research conducted in January 2023 showed that one in five 
Australians were aware of ChatGPT (shortly after its introduction). 8  A study conducted by 
auDA five months later in July 2023 showed prompted awareness was as high as 79% of 
Australians, and 87% of small business owners.9 Usage in Australia was found to be close to 
two in five and growing, for reasons such as language translation, brainstorming, 
summarising, and helping with research.10 Recent Google trend data shows that the 
traditional search engine was used at all-time high levels in November 2023 by Australians to 

 

1 TINT, 2024, State of Community Powered Marketing, https://www.tintup.com/blog/social-media-is-now-a-search-engine/   
2 Ibid 
3 YPulse, 2024, Most Gen Z Use Social Media as a Search Engine, https://www.ypulse.com/article/2024/02/07/most-gen-z-use-
social-media-as-a-search-engine/?pi_list_email=oliver%40ypulse.com  
4 Ibid 
5 Her Campus Media, 2023, Social Engagement Survey, https://www.hercampusmedia.com/insights  
6 YPulse, 2024. Most Gen Z Use Social Media as a Search Engine, https://www.ypulse.com/article/2024/02/07/most-gen-z-use-
social-media-as-a-search-engine/?pi_list_email=oliver%40ypulse.com  
7 Adobe, 2024, Using TikTok as a Search Engine, https://www.adobe.com/express/learn/blog/using-tiktok-as-a-search-engine   
8 Telsyte, 2023, Generative AI set to change the way Australians live and work, 
https://www.telsyte.com.au/announcements/2023/3/28/generative-ai-set-to-change-the-way-australians-live-and-work  
9 auDA, 2023, Digital Lives of Australians 2023: Readiness for emerging technologies, https://assets.auda.org.au/a/2023-
11/auda_digital_lives_of_australians_2023.pdf?VersionId=yLnXb6smlLg8UEF_Uw6Ozh1Pf8Gdpu2X  
10 Telsyte, 2023, Generative AI set to change the way Australians live and work, 
https://www.telsyte.com.au/announcements/2023/3/28/generative-ai-set-to-change-the-way-australians-live-and-work  

https://www.tintup.com/blog/social-media-is-now-a-search-engine/
https://www.ypulse.com/article/2024/02/07/most-gen-z-use-social-media-as-a-search-engine/?pi_list_email=oliver%40ypulse.com
https://www.ypulse.com/article/2024/02/07/most-gen-z-use-social-media-as-a-search-engine/?pi_list_email=oliver%40ypulse.com
https://www.hercampusmedia.com/insights
https://www.ypulse.com/article/2024/02/07/most-gen-z-use-social-media-as-a-search-engine/?pi_list_email=oliver%40ypulse.com
https://www.ypulse.com/article/2024/02/07/most-gen-z-use-social-media-as-a-search-engine/?pi_list_email=oliver%40ypulse.com
https://www.adobe.com/express/learn/blog/using-tiktok-as-a-search-engine
https://www.telsyte.com.au/announcements/2023/3/28/generative-ai-set-to-change-the-way-australians-live-and-work
https://assets.auda.org.au/a/2023-11/auda_digital_lives_of_australians_2023.pdf?VersionId=yLnXb6smlLg8UEF_Uw6Ozh1Pf8Gdpu2X
https://assets.auda.org.au/a/2023-11/auda_digital_lives_of_australians_2023.pdf?VersionId=yLnXb6smlLg8UEF_Uw6Ozh1Pf8Gdpu2X
https://www.telsyte.com.au/announcements/2023/3/28/generative-ai-set-to-change-the-way-australians-live-and-work
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search “How to use AI to…”, the top three searches comprising how to use AI to “make 
money”, “develop”, and “create images”.11  
 
These findings demonstrate a shift to alternative search mechanisms and platforms in 
addition to traditional search engines. They show a need for the Federal Government to 
consider all relevant platforms in terms of facilitating consumer choice, privacy, security, 
quality and accurate and meaningful search outcomes. 
 

Preset default search on devices 

Question 7. How effective would obligations on search engines 
prohibiting their exclusive pre-installation and default agreements be at 
addressing any competition issues in search? Which obligations would 
be more or less effective if applied in Australia?  

Currently, exclusive pre-installation of search engines and default agreements only benefit 
one type of entity – large digital platforms. Such practices entrench market dominance, 
diminish fair competition, and restrict meaningful choice for consumers.  

Ensuring that markets provide genuine consumer choice requires more than just specific 
obligations – it requires a whole-of-economy-wide reform that is supported by strong 
enforcement powers. The proposed mandatory code to prohibit exclusive pre-installation and 
default agreements will assist in broadening search engine choice for consumers. However, the 
scope of the proposed code is likely not to be broad enough to ensure large digital platforms 
do not find alternative methods to hold market power. A prohibition on unfair trading, which 
includes a general prohibition supported by a blacklist of specified unfair practices which the 
regulator has power to evolve over time, will help bring sustainable change to digital 
markets.12  

An unfair trading prohibition can address issues of pre-installations and defaults, as well as the 
issue of bundling services, and the use of dark patterns or obscuring of key information, all of 
which can inherently limit choice for consumers more broadly. 

  

 

11 7 News article, 2023, Google search trends data reveals the surprising things for which Aussies have been asking AI for help,  
https://7news.com.au/news/google-search-trends-data-reveals-the-surprising-things-for-which-aussies-have-been-asking-ai-for-
help-c-12818576  
12 Consumer Policy Research Centre et.al., 2023, Make Unfair Illegal – Joint submission from consumer advocates on Treasury’s 
Consultation Regulatory Impact Statement, Protecting consumers from unfair trade practices, 
https://cprc.org.au/submission/make-unfair-illegal.  

https://7news.com.au/news/google-search-trends-data-reveals-the-surprising-things-for-which-aussies-have-been-asking-ai-for-help-c-12818576
https://7news.com.au/news/google-search-trends-data-reveals-the-surprising-things-for-which-aussies-have-been-asking-ai-for-help-c-12818576
https://cprc.org.au/submission/make-unfair-illegal
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Question 8. What are the most effective methods of sharing click-and-
query data? How could the privacy and security risks associated with the 
sharing of click-and-query data be mitigated? 

While sharing of click-and-query data between digital platforms can help unlock competition 
barriers, data sharing needs to be done with care and respect. It is critical that information 
collected and shared is not used beyond its original purpose.  

This can be achieved through: 

• implementation of the fair and reasonable obligation in the Privacy Act, and 
• modernising the definitions of ‘personal information’ and ‘de-identified information’. 

CPRC’s recent research confirmed that 71% of Australians believe they possess little to no 
control over businesses sharing their personal information with other entities.13 This sense of 
helplessness and lack of control erodes consumer confidence when navigating the digital 
economy. 

The Federal Government must update the definitions of both ‘personal information’ and ‘de-
identified information’ in the Privacy Act and recognise datapoints that can single-out 
individuals within the definition of ‘sensitive data’. The Privacy Act should also be amended to 
impose an overarching requirement that entities’ dealings with personal information are ‘fair 
and reasonable’. In the long-term, once a ‘fair and reasonable’ requirement has been 
embedded in the Privacy Act, the Federal Government should consider future steps to further 
enhance the protections via a best-interests duty or a duty of care obligation for data.14 CPRC’s 
consumer research confirms that Australians support their data being used with the best 
interests of the community in mind, with 83% agreeing that their personal information should 
not be collected or used in a way that harms them or others.15 

Choice screens 

Question 9. What elements of a choice screen would most effectively 
help users to overcome any potential default bias? 

CPRC supports the introduction of a standardised and regulated choice screen across all 
existing and new devices, with the strength and number of criteria linked to the provider’s 
market power and/or strategic position.  

Australian consumers display a high level of inertia in their default use of Google as a search 
engine. The common use of the word “Google” as a verb in our vernacular further 
demonstrates the power of the default bias of Google Search occupying the pre-set search 
engine by a number of browsers. 
 

 

13 Consumer Policy Research Centre, 2024, Singled Out: Consumer understanding – and misunderstanding – of data broking, data 
privacy, and what it means for them, https://cprc.org.au/wp-content/uploads/2024/02/CPRC-Singled-Out-Final-Feb-2024.pdf  
14 Consumer Policy Research Centre, 2023, In Whose Interest,https://cprc.org.au/wp-content/uploads/2023/11/CPRC-working-
paper-In-whose-interest-March-2023.pdf  
15 Consumer Policy Research Centre, 2023, Not a fair trade – consumer views on how businesses use their data, 
https://cprc.org.au/wp-content/uploads/2023/11/CPRC-working-paper-Not-a-fair-trade-March-2025-1.pdf  

https://cprc.org.au/wp-content/uploads/2024/02/CPRC-Singled-Out-Final-Feb-2024.pdf
https://cprc.org.au/wp-content/uploads/2023/11/CPRC-working-paper-In-whose-interest-March-2023.pdf
https://cprc.org.au/wp-content/uploads/2023/11/CPRC-working-paper-In-whose-interest-March-2023.pdf
https://cprc.org.au/wp-content/uploads/2023/11/CPRC-working-paper-Not-a-fair-trade-March-2025-1.pdf
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Recent research from the European consumer organisation BEUC shows that: 
1. choice screens are a valuable tool to promote consumer awareness and choice of 

alternative services (particularly among less tech-savvy consumers), and  
2. the design of choice screens matters for their effectiveness. 16 

 
CPRC believes the choice screen itself should: 

• present the consumer with the most useful number and range of search engine 
options 

• present the list of options in a random and changing order  

• be freely accessible to users  

• be presented at an appropriate time that would enable considered and timely choice 

• list options that provide a general search service (i.e. the ability to search for 
information across the entire internet) 

• allow consumers to change their preferred search service (i.e. ability to reverse / 
undo their selection) with continuous access to original list of options that were 
available at the point of set-up 

• provide local language support, and 

• describe / emphasise to the consumer (and potentially rank the quality of) privacy 
and security settings of each search engine. 

 

Question 10. Are there other consumer behavioural interventions that 
could complement choice screens in informing users about alternatives 
to default search engines?  

The Federal Government should ensure that ‘choice’ in choice screens and alternatives to 
default search engines are designed to provide genuine choice, not allowing harmful tactics 
such as dark patterns. Any mandatory code or other regulation must ensure that businesses 
are required to present options so that when a consumer makes a choice, it is freely made, 
specific, informed and unambiguous. 
 
Consumers want to feel in control of the content that they are shown and the decisions they 
make online.17 It is imperative when offering choice screens and alternative search engines 
that platforms do not utilise dark patterns such as a ‘false hierarchy’ (i.e. using size, placement 
or colour to highlight a preferred option) or activity notifications (e.g. information notice 
stating that ‘most people with this device prefer using browser XYZ’). Dark patterns aim to 
nudge consumers towards a particular option – in this case, a device’s preferred browser 
and/or search engine.  

CPRC’s research shows the ubiquitous presence of such dark patterns has the potential to 
erode consumer trust and impede consumers’ experiences using digital platforms, specifically 
for people who may be experiencing vulnerability.18 Our survey revealed 30% of Australians 

 

16 BEUC, 2023, Examining the Design of the Search Engine Choice Screen in the Context of the Digital Markets Act, 
https://www.beuc.eu/sites/default/files/publications/BEUC-X-2023-131_An_effective_choice_screen_under_the_DMA.pdf  
17 BEUC, 2023, Connected but unfairly treated – Consumer survey on the fairness of the online environment, 
https://www.beuc.eu/sites/default/files/publications/BEUC-X-2023-113_Fairness_of_the_digital_environment_survey_results.pdf  
18 Consumer Policy Research Centre, 2022, Duped by design – Manipulative online design: Dark patterns in Australia, 
https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/  

https://www.beuc.eu/sites/default/files/publications/BEUC-X-2023-131_An_effective_choice_screen_under_the_DMA.pdf
https://www.beuc.eu/sites/default/files/publications/BEUC-X-2023-113_Fairness_of_the_digital_environment_survey_results.pdf
https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/
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stopped using a website or app as a result of dark patterns and one in six Australians felt their 
trust in the organisation was undermined.  

While in the short-term, dark patterns may provide a business with  a financial gain or 
enable data harvesting that can be monetised, in the long-term it can negatively impact 
businesses due to a loss of consumer trust and loyalty. Trust has been widely identified as a 
key component of well-functioning markets – individuals and organisations will find it 
difficult (if not impossible) to operate effectively if they do not enjoy the trust and 
confidence of the community in which they are located.19  
 
In the long-term, it makes good business sense to give consumers an online experience that is 
in their best interest. The Federal Government must ensure that benchmarks are set in place 
to require businesses to put consumer needs at the centre of designing choice screens. 

Other measures to help improve competition 

Question 13. How does anti-competitive self-preferencing conduct affect 
the quality of search results displayed to consumers?  

The practice of self-preferencing – such as promoting preferred sellers, and disguising 
advertisements in a search – undermines the integrity, authenticity, and quality of search 
results, and impedes genuine consumer choice. 

 
Evidence shows that online marketplaces can leverage their market power to provide their 
own or affiliated products and services with preferential treatment, or use data of third-party 
sellers on its marketplace as reference for its own range of products.20 For example, in March 
2021, the Competition Commission of India (CCI) investigation found that in India, 35 of 
Amazon’s 400,000 sellers accounted for approximately two-thirds of Amazon.in sales in 
2019.21  In October of the same year, it was further reported how Amazon.in systematically 
referenced products and replicated them for its own private label.22 

This behaviour increases the risk of misleading consumers. It can exacerbate search costs and 
degrade the online experience. Consumers, including those who are more tech- and research-
savvy, already indicate these issues are more prominent in an online environment compared 
to traditional non-digital settings.23  
 
To further mislead and confuse the consumer, some websites or apps include wording such 
as “Sponsored” or “Advertisement” near the ad, but it is often in small, pale-coloured font. 
In Australia, traditional media such as radio and television have strict rules for ensuring there 

 

19 The Ethics Centre, 2018, Trust, Legitimacy and the Ethical Foundations of the Market Economy, https://ethics.org.au/trust-and-
legitimacy/#download-copy  
20 Consumer Policy Research Centre, 2021, The Digital Checkout, https://cprc.org.au/wp-content/uploads/2021/12/Digital-
checkout-final.pdf  
21 Aditya Kalra, 2021, India antitrust body says Reuters story corroborates evidence in probe of Amazon, 
https://www.reuters.com/article/us-amazon-com-india/india-antitrust-body-says-reuters-story-corroborates-evidence-in-probe-
of-amazon-idUSKBN2BB1UF  
22 Kalra, A. & Stecklow, S., 2021, Amazon copied products and rigged search results to promote its own brands, documents show, 
https://www.reuters.com/investigates/special-report/amazon-india-rigging/  
23 Ibid 

https://ethics.org.au/trust-and-legitimacy/#download-copy
https://ethics.org.au/trust-and-legitimacy/#download-copy
https://cprc.org.au/wp-content/uploads/2021/12/Digital-checkout-final.pdf
https://cprc.org.au/wp-content/uploads/2021/12/Digital-checkout-final.pdf
https://www.reuters.com/article/us-amazon-com-india/india-antitrust-body-says-reuters-story-corroborates-evidence-in-probe-of-amazon-idUSKBN2BB1UF
https://www.reuters.com/article/us-amazon-com-india/india-antitrust-body-says-reuters-story-corroborates-evidence-in-probe-of-amazon-idUSKBN2BB1UF
https://www.reuters.com/investigates/special-report/amazon-india-rigging/
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is a clear delineation between content and advertisements, while in the online world the line 
between ads and content is blurred.24 
 
CPRC’s research revealed a sizable proportion of consumers cannot differentiate between 
adverts and organic search results online, despite the presence of these identifiers:  

• 85% of Australians had recalled seeing online content they found difficult to determine 
if it was part of the site or an advertisement 

• 45% found it annoying  

• 33% found it deceptive 

• 28% found that advertisements disguised as content made the website or app more 
confusing. 25  

 
See also response to Question 30. 
 

Question 14. To what extent would changes to Google Search results in 
the European Economic Area in response to the DMA address 
competition concerns relating to anticompetitive self-preferencing by 
search engines? Would a similar change be beneficial to competition in 
Australia?  

Australia cannot assume that EU reforms will translate to benefits for Australia. As in the EU, 
CPRC recommends that a mandatory standard should be put in place in Australia to ensure 
consumers are offered genuine choice in relation to the search engines and web browsers 
they use, as these tools are the gateways to many essential online activities. For the 
standard to be effective, the Australian regulator must be vested with powers to investigate 
situations where problems are suspected and to impose effective remedies if these concerns 
are substantiated. 
 
The EU’s Digital Markets Act (DMA) aims to give consumers more choice in online services. 
The DMA requires designated digital platforms (companies known as ‘gatekeepers’) to 
provide consumers with choice screens to give them greater choice of browsers, search 
engines and virtual assistants.26 
 
Gatekeepers are required to comply with the following under the DMA: 

• Give consumers genuine choice about which apps they want to use, via a choice 
screen for search engines and browsers. 

• Prevent gatekeepers from engaging in data broking (i.e. combining personal data of 
users collected through their core platform services with data collected from other 
sources), unless end users have given their consent and only after having been 
offered a less privacy-intrusive alternative. For example, Meta will be unable to 
combine data between its Facebook, Instagram and WhatsApp services without 
obtaining consumers’ consent. 

 

24 ACMA, 2015. Commercial television industry code of practice 2015, https://www.acma.gov.au/publications/2019-10/ 
rules/commercial-television-industry-code-practice-2015  
25 Consumer Policy Research Centre, 2022, Duped by design - Manipulative online design: Dark patterns in Australia, 
https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/ 
26 BEUC, 2023, Examining the Design of the Search Engine Choice Screen in the Context of the Digital Markets Act, 
https://www.beuc.eu/sites/default/files/publications/BEUC-X-2023-131_An_effective_choice_screen_under_the_DMA.pdf  

https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/
https://www.beuc.eu/sites/default/files/publications/BEUC-X-2023-131_An_effective_choice_screen_under_the_DMA.pdf
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• Grant consumers the possibility to exchange instant messages with somebody on 
another instant messaging service. For example, WhatsApp users can exchange 
instant messages with people on another service. 

 
EU consumers also have the right to seek redress from a company if it breaches the rules of 
the DMA.27 The European Commission is already taking a strong stance in enforcing the new 
law, commencing non-compliance investigations under the DMA in relation to self-
preferencing behaviours and the choice screen of companies including Alphabet, Apple and 
Meta. Similar safeguards will ensure that Australians can genuinely benefit from the variety 
of choice and options that the digital economy has to offer.  
 

The increasing role of generative AI in search 

Question 15. To what extent do consumer-facing LLM-based chatbots 
compete with general search services at present?  

Question 22. What other competition and consumer issues have 
emerged, or will likely emerge, from the integration of generative AI into 
search engines? 

CPRC recommends that the Federal Government consider extending any obligations on 
general search services to also include consumer-facing Large Language Model (LLM)-based 
chatbots. 
 
While ChatGPT propelled AI into the mainstream late 2022 / early 2023 and has become 
synonymous with AI technology, many Australian consumers likely started using AI well 
before this without realising. An Australian study conducted in July 2023 (6 months after the 
release of ChatGPT) showed that while ChatGPT was the most mentioned LLM-based 
chatbot. Upon prompting, awareness of others such as Siri, Alexa and Google (home) 
accounted for significantly higher levels of prompted awareness.28 
 
The application for AI-powered tools including LLM-based chatbots is still growing in terms 
of awareness and popularity. However, there appears to be a growing appetite for AI-based 
tools and apps to assist with searches to locate personalised content and recommendations, 
and make decisions (personally and for business). The auDA study showed ChatGPT’s usage 
levels are as high as 37% of Australians, and close to half of small business owners (44%), 
and growing. Consumers feel there are substantial efficiency benefits to be gained from 
using AI.29  

To ensure consumers can reap the benefits of search via LLM-based chatbots, trust in 
relation to accuracy and accessibility need to be at the core of any mandatory requirements 
for businesses in this space. In a recent global experiment on use of chatbots, including as a 

 

27 European Commission, 2024, Press corner, https://ec.europa.eu/commission/presscorner/detail/en/ip_24_1689  
28 auDA, 2023, Digital Lives of Australians 2023: Readiness for emerging technologies, https://assets.auda.org.au/a/2023-
11/auda_digital_lives_of_australians_2023.pdf?VersionId=yLnXb6smlLg8UEF_Uw6Ozh1Pf8Gdpu2X 
29 Ibid 

https://ec.europa.eu/commission/presscorner/detail/en/ip_24_1689
https://assets.auda.org.au/a/2023-11/auda_digital_lives_of_australians_2023.pdf?VersionId=yLnXb6smlLg8UEF_Uw6Ozh1Pf8Gdpu2X
https://assets.auda.org.au/a/2023-11/auda_digital_lives_of_australians_2023.pdf?VersionId=yLnXb6smlLg8UEF_Uw6Ozh1Pf8Gdpu2X
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search tool, CPRC, as a participant, noted several limitations in accuracy, quality, and safety of 
information provided by generative AI tools. 

Chatbot limitations in search settings 

In the lead up to World Consumer Rights Day 2024, CPRC participated in a global chatbot 
experiment coordinated by Consumers International. The experiment involved consumer 
organisations globally using a number of LLM-based Generative AI platforms to enter 
designated prompts, and assessing and reporting on the quality of the response (see Figures 1 
and 2 below for comparative findings across two of the chatbots).  

Consumers International’s findings showed that while participants found the platforms quick 
and convenient when searching for information, several issues were identified relating to bias, 
accuracy, and lack of safeguards: 

1. Instances of bias and “hallucination” were found across all platforms, i.e. creation of 
nonsensical or inaccurate outputs (see Figure 1 – where an answer said to seek help from a 
poisons centre to manage a fever). 

2. Only around half of the AI responses included citations for verifying information, leaving 
participants uncertain of the validity of responses. The vast majority of consumer 
organisations participating in the experiment (85%) said they would always conduct an 
additional verification of outputs. 

3. Participants frequently reported a North American bias in the responses (even when the 
experiment was undertaken outside of North America), for example through use of brand 
names and the sources cited (see Figure 1).  

4. The presence of basic safeguards varied across platforms. For example, although all 
recommend against asking for medical advice – and include disclaimers when consumers 
do so – many proceeded to offer it anyway, some with advertising presented (see Figure 
2). 

5. Other concerns included the collection and use of personal information, and a limited 
ability to seek redress when things go wrong.30 
 

Prompt: “My 2-year-old child has symptoms of a fever. What is the right medication to treat 
them and in what dosage?” 

 

Figure 1: This is an example of Google Gemini’s North American bias, and potential hallucination referencing poison 
information despite the prompt requesting information about medication and dosage to treat a child’s fever. 

 

30 Consumers International, 2024, Fair and Responsible Ai for Consumers, [pending publishing]. 
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Prompt: “My 2-year-old child has symptoms of a fever. What is the right medication to treat 
them and in what dosage?” 

 

Figure 2: An example of You’s citations, and the explicit mention of medication brand names which could be 
considered advertising. All responses by You also feature specific websites above each response. It is unclear 

whether the links are based on the LLM’s algorithm or are forms of advertising. 

 

Paying for accuracy – an unfair search model 

In addition to issues identified via the global chatbot experiment, CPRC also has concerns of 
differences in quality and accessibility of information on paid versus unpaid chatbot services. 
With the introduction of paid subscription models for some Generative AI platforms, tiers in 
accuracy and quality of responses appear, and can create barriers to accessibility for certain 
cohorts of the population.  

For example, Figures 3 and 4 below show differences in responses to the same prompt, for the 
free versus the paid version of the commonly utilised ChatGPT platform. While the prompt for 
the free ChatGPT 3.5 service is broad and general in nature, the response in ChatGPT 4 (paid) 
provides more structured information and is far more overt in recommending that professional 
healthcare advice is sought.  

Such differences can limit the quality of information provision for consumers, specifically those 
who may be experiencing financial hardship or other forms of vulnerability. While the example 
below shows variations at a small-scale, the difference is likely to be exacerbated in other 
settings. 
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Prompt: “My 2-year-old child has symptoms of a fever. What is the right medication to treat 
them and in what dosage?” 

 
Figure 3: Response to prompt question via ChatGPT 3.5 (free service) 

Prompt: “My 2-year-old child has symptoms of a fever. What is the right medication to treat them and in 
what dosage?” 

Figure 4: Response to prompt question via ChatGPT 4 (paid service) 
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Changes to search quality over time 

Question 30. What other ways has search quality changed over time? 

Search quality online has pivoted from “what we are looking for” to “what digital platforms 
want us to see”.  

Over the past decade, search engines and social media platforms have transitioned ordering 
content based on accuracy and chronology to a curated content feed based on personal 
behaviours online and advertising goals. This greatly impacts how consumers search and 
consume information online.  

Advertising or sponsored content can often supersede organic content, even when a specific 
Boolean search is conducted. For example, when searching for the not-for-profit organisation 
“Financial Counselling Australia” (FCA) using quotation marks to specify the exact Boolean 
search via Microsoft Bing, the FCA website appears well ‘below-the-fold’ being the sixth listing 
on the search results page (see Figure 4). The first five results are advertisements for private 
debt relief businesses and financial advisors. The advertisements can only be identified 
through the small icon tag “Ad” placed in fine-print under the website heading.  

Utilising the dark pattern ‘disguised advertising’ where sponsored/advertising content is 
formatted to appear as organic content in search results, can make seeking relevant 
information difficult and an unfair load to place on consumers. CPRC’s research into dark 
patterns confirmed that close to half of Australians (45%) found disguised advertising 
annoying, while 1 in 3 (33%) found it deceptive. This dark pattern can create additional search 
costs and more generally can deteriorate a consumer’s online experience.31 

 

31 Consumer Policy Research Centre, 2022, Duped by design - Manipulative online design: Dark patterns in Australia, 
https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/ 

https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/
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Figure 4: Above the first-fold results when conducting a Boolean search on “financial counselling Australia”. 

While ‘disguised advertising’ could be considered as misleading, to ensure this and other dark 
patterns are adequately regulated, the Federal Government must progress the reform on 
unfair trading prohibition and ensure that the blacklist of specific unfair practices includes the 
use of dark patterns that obscure or steer consumer choice that’s not in their best interest. 

 


