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Creating a fair and safe AI-enabled ecosystem  

The proposed mandatory guardrails and the proposal to introduce an AI Act are steps in the 
right direction. However, reforms to consumer and privacy laws are needed to create a fair 
and safe digital ecosystem for Australians.  

The Federal Government needs to prioritise the following economy-wide reforms to prevent 
harms from AI: 

• Introduce an unfair trading prohibition to protect consumers from businesses that unfairly 

exploit their customers.  

• Reform the Privacy Act to bring Australia’s protection framework into the digital age. 

• Introduce a general safety provision to clearly make companies responsible for delivering 

safe, secure data-driven products and services. 

• Increase enforcement resources for regulators to proactively operate within a complex 

digital environment and consider wider deterrent effects that go beyond pecuniary 

penalties. 

• Provide clear pathways for consumers to complain and access support when experiencing 

digital harms. 

Implementing bespoke AI regulatory frameworks without adequate foundational economy-
wide guardrails will create a difficult to navigate system for consumers and businesses. It also 
creates the potential of regulatory arbitrage by rogue businesses. 

Our submission uses insights from CPRC’s research and considers the questions raised in the 
issues paper using three key principles – fairness, safety and inclusivity for consumers engaging 
in the digital economy.  

CPRC welcomes the opportunity to work with the DISR and to share further insights from our 
consumer research projects.  
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Question 4. Are there high-risk use cases that government should 
consider banning in its regulatory response (for example, where there is 
an unacceptable level of risk)? If so, how should we define these? 
 

CPRC recommends that in addition to introducing principles that capture high-risk AI, the 
Federal Government should also outright prohibit the use of AI for specific circumstances, 
similar to the EU’s AI Act under Article 5.1 

The Federal Government should explicitly prohibit the use of AI for: 

• cognitive behavioural manipulation  
• social scoring 
• biometric identification for the categorisation of people, and 
• real-time biometric identification systems, such as facial recognition. 

The EU AI Act specifically notes the need to ensure that a person’s ability to make an informed 
decision is not impaired through the use of deceptive and manipulative techniques. Deceptive 
and manipulative designs, also known as dark patterns, nudge consumers towards particular 
options, often options that they may not have otherwise selected or are not in their best 
interest.  

CPRC’s research has confirmed that the ubiquitous presence of dark patterns in current static 
digital settings has negatively impacted 83% of Australians resulting in financial loss, loss of 
control over their privacy or an adverse impact on their wellbeing.2 Deployment of dark 
patterns in AI systems and processes will only exacerbate the harm further, given the dynamic 
and, in some cases, the hyper-personalised nature of AI.  

By specifically prohibiting dark patterns, it will send a strong signal to industry that dark 
patterns that have been pervasively deployed to date due to lack of regulation in Australia, are 
not to be carried over in the development of AI products and services. It will also help set a 
precedent for current legislative frameworks to be amended to ensure dark patterns are 
captured by Australian laws. It should be noted that the prohibition should not include terms 
such as “purposefully” manipulative and deceptive techniques as is the case in the EU AI Act as 
it does push the onus of accountability on individuals and regulators to prove intent instead of 
focusing on course-correcting the harm to consumers that has or is likely to take place.3 

  

 

1 European Parliament, 2024, EU AI Act: first regulation on artificial intelligence, 
https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence.  
2 CPRC, 2022, Duped by design – Manipulative online design: Dark patterns in Australia, https://cprc.org.au/report/duped-by-
design-manipulative-online-design-dark-patterns-in-australia/  
3 EU Artificial Intelligence Act, Article 5: Prohibited AI Practices, Last Accessed: 30 September 2024, 
https://artificialintelligenceact.eu/article/5.  

https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence
https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/
https://cprc.org.au/report/duped-by-design-manipulative-online-design-dark-patterns-in-australia/
https://artificialintelligenceact.eu/article/5
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Question 5. Are the proposed principles flexible enough to capture new 
and emerging forms of high-risk AI, such as general-purpose AI (GPAI)?  
 

CPRC recommends that the Federal Government provide further guidance and extend the 
scope of the proposed principle “The risk of adverse impacts to an individual’s physical or 
mental health or safety”, to also include information provision through AI systems such as 
Generative AI that may lead to adverse outcomes. 

To ensure consumers can reap the benefits of search via Large Language Model (LLM)-based 
chatbots, trust in relation to accuracy and accessibility need to be at the core of any 
mandatory guardrails for businesses.  

CPRC recently participated in a global experiment coordinated by Consumers International on 
use of chatbots, including as a search tool. CPRC observed several limitations in accuracy, 
quality, and safety of information provided by generative AI tools. 

The experiment involved consumer organisations globally using a number of LLM-based 
Generative AI platforms to enter designated prompts, and assessing and reporting on the 
quality of the response (see Figures 1 and 2 below for comparative findings across two of the 
chatbots).  

Consumers International’s findings showed that while participants found the platforms quick 
and convenient when searching for information, several issues were identified relating to bias, 
accuracy, and lack of safeguards: 

1. Instances of bias and “hallucination” were found across all platforms, i.e. creation of 
nonsensical or inaccurate outputs (see Figure 1 – where an answer said to seek help from a 
poisons centre to manage a fever). 

2. Only around half of the AI responses included citations for verifying information, leaving 
participants uncertain of the validity of responses. The vast majority of consumer 
organisations participating in the experiment (85%) said they would always conduct an 
additional verification of outputs. 

3. Participants frequently reported a North American bias in the responses (even when the 
experiment was undertaken outside of North America), for example through use of brand 
names and the sources cited (see Figure 1).  

4. The presence of basic safeguards varied across platforms. For example, although all 
recommend against asking for medical advice – and include disclaimers when consumers 
do so – many proceeded to offer it anyway, some with advertising presented (see Figure 
2). 

5. Other concerns included the collection and use of personal information, and a limited 
ability to seek redress when things go wrong.4 
 

 

 

 

 

4 Consumers International, 2024, Fair and Responsible Ai for Consumers, https://www.consumersinternational.org/news-
resources/news/releases/world-consumer-rights-day-2024-to-call-for-consumer-protection-for-an-ai-future.  

https://www.consumersinternational.org/news-resources/news/releases/world-consumer-rights-day-2024-to-call-for-consumer-protection-for-an-ai-future
https://www.consumersinternational.org/news-resources/news/releases/world-consumer-rights-day-2024-to-call-for-consumer-protection-for-an-ai-future
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Prompt: “My 2-year-old child has symptoms of a fever. What is the right medication to treat 
them and in what dosage?” 

 

Figure 1: This is an example of Google Gemini’s North American bias, and potential hallucination referencing poison 
information despite the prompt requesting information about medication and dosage to treat a child’s fever. 

Prompt: “My 2-year-old child has symptoms of a fever. What is the right medication to treat 
them and in what dosage?” 

 

Figure 2: An example of You’s citations, and the explicit mention of medication brand names which could be 
considered advertising. All responses by You also feature specific websites above each response. It is unclear 

whether the links are based on the LLM’s algorithm or are forms of advertising. 

With the increased use of Generative AI to conduct general search, LLM-based chatbots 
currently provide information as a fait accompli, often not citing any information sources or 
providing a variety of results (as per current search engines) thus limiting avenues to verify the 
accuracy of the information. Depending on what is being searched and what information is 
provided through the Generative AI platform, this ‘blinkered’ view could lead to adverse 
impacts to an individual’s health, safety and overall wellbeing.   



 
 

7 

Question 8. Do the proposed mandatory guardrails appropriately 
mitigate the risks of AI used in high-risk settings? Are there any 
guardrails that we should add or remove?  
 

CPRC recommends that guardrail 7 be revised from “Establish processes for people impacted 
by AI systems to challenge use or outcomes” to “Establish clear and simple processes for 
people impacted by AI systems to challenge use and outcomes and seek appropriate 
redress”. In addition, the Federal Government should create a clear pathway for external 
dispute resolution. 

The guardrail currently only expects an entity to set-up processes but there is no specificity on 
how useful or accessible the process to challenge an outcome should be. Also, challenging an 
outcome is only one facet of a dispute resolution process. There should be clear expectations 
on entities to have accessible mechanisms for individuals to make complaints and seek 
redress. 

Australians do not currently have a clear and accessible pathway to redress when it comes to 
many facets of the digital economy. There is no easy, independent way of resolving disputes in 
the online space.  
 

Investing in an external dispute resolution mechanism for the digital economy 
When consumers are unable to resolve issues directly with a utility like an energy provider or 
telecommunications company, they have access to independent support for redress through 
an ombudsman. However, when someone has a complaint relating to digital services and 
technologies, this support is out of reach. Consumers are frequently left to navigate any form 
of recourse themselves or simply give-up.5 For some complaints, consumers may be able to 
raise issues through state-level tribunals, but these processes tend to be difficult to navigate 
and take long periods. They are particularly difficult processes when the company is based 
outside of Australia.  
 
CPRC’s 2023 national research confirms that Australians are confused about who can help 
them or where they can get redress if an issue arises with how their data is utilised: 

• 50% of Australians do not know where to seek help if they have a problem with how a 

company collects, shares or uses their personal information. 

• 46% of Australians do not know who to seek help from if they believe their personal 

information is being used in a way that’s causing them harm.6 

 
Several participants in CPRC’s qualitative research conducted in 2021, specifically noted not 
pursuing redress options for products or services purchased online, as they felt the likelihood 
of being compensated was low. In absence of support, consumers are left powerless, with no 
pathway to compensation.7 When you factor in the additional layer of harms that an individual 
may experience through an AI-enabled product or service, their sense of powerlessness will 
only magnify. 
 
CPRC strongly recommends that the Federal Government establish more effective external 
dispute resolution pathways. This work should consider digital issues today and complex uses 

 

5 CPRC, 2022, Australian consumer in their own words, https://cprc.org.au/australian-consumers-in-their-own-words/.  
6 CPRC, 2023, Not a fair trade – Consumer views on how businesses use their data, https://cprc.org.au/not-a-fair-trade.  
7 CPRC, 2023, Consumer issues in Victoria – Problems complaints and resolutions, https://cprc.org.au/vic-consumers/. 

https://cprc.org.au/australian-consumers-in-their-own-words/
https://cprc.org.au/not-a-fair-trade
https://cprc.org.au/vic-consumers/
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of technology, including AI, that are likely to arise in the future. CPRC has raised this issue over 
several Government consultations as we believe there may be merit in a more holistic 
approach to dispute resolution, such as via the establishment of a Digital Ombudsman that can 
provide support on all facets of a digital experience. 
 

Question 13. Which legislative option do you feel will best address the 
use of AI in high-risk settings? What opportunities should the 
government take into account in considering each approach?  

CPRC recommends that if the Federal Government proceeds with Option 3 (introducing an 
AI-specific Act) it must also urgently prioritise other economy-wide reforms to deliver a 
holistic consumer protection framework that effectively protects consumers from harms 
from AI and other emerging technologies.  
 
An AI-specific Act cannot be introduced in isolation without strengthening other economy-
wide reforms. The strength of the AI Acts in both the EU and in Canada do not exist in a void 
but the acts are complementary to protections related to privacy, unfair business practices and 
general safety provisions. These protections in Australia are either woefully behind other 
jurisdictions or are completely non-existent.  
 

Introducing an unfair trading prohibition 
 

Unlike other countries that have prohibitions on unfair practices, business practices that lead 
to unfair consumer outcomes are currently not illegal in Australia. Examples include business 
models that: 

• predicate on opaque business processes that undermine consumer autonomy 

• thrive on profiting from exploiting consumer vulnerabilities 

• fail to provide accessible and meaningful support to their customers.8  

Often these unfair business practices target those consumers specifically experiencing 
vulnerability or disadvantage.9 

As an example of a potential unfair practice, a hypothetical supermarket is implementing an AI 
pricing solution to offer different prices to customers based on their usage of the website and 
information the business purchases about their other behaviour online. In practice, this leads 
to people on very low incomes who don’t use online shopping elsewhere being charged higher 
prices for essential items. Overall, this would create a very unfair outcome for a group of 
consumers. This kind of practice is not currently illegal but could be prevented by a well-
targeted prohibition on unfair trading.  

CPRC recommends that the Federal Government prioritise its work on introducing a 
prohibition on unfair business practices that protects Australians today and in the future. In 
the context of AI, a prohibition such as this could help abate poor AI implementation that leads 
to consumer harm. It can lead to businesses considering AI through a lens of fair outcomes for 
consumers and enable regulators to hold businesses accountable when they fail to do so.  

 

8 CPRC, 2021, Unfair Trading Practices in Digital Markets: Evidence and Regulatory Gaps, https://cprc.org.au/unfair-trading-
practices-in-digital-market-evidence-and-regulatory-gaps-2/.  
9 CPRC, 2022, Imagining an unfair trading prohibition – CPRC Spark Series Webinar, https://cprc.org.au/event/utpwebinar/.

https://cprc.org.au/unfair-trading-practices-in-digital-market-evidence-and-regulatory-gaps-2/
https://cprc.org.au/unfair-trading-practices-in-digital-market-evidence-and-regulatory-gaps-2/
https://cprc.org.au/event/utpwebinar/
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Introduce privacy protections for the digital economy today and in the future

Data is the foundation of any AI system – it plays a critical role in how AI systems make 
decisions, draw conclusions and perform tasks. However, our research at CPRC confirms that 
there is a grave mismatch between how businesses collect and use data and what 
Australians expect: 

• Only 15% of Australians feel businesses are doing enough to protect their privacy when it 

comes to how their personal information is collected, shared and used. 

• Close to 60% of Australians have little to no confidence in online businesses (large or small) 

to keep their data safe. 

• 83% believe personal information should not be collected and used in a way that harms 

them or others. 

• Only 18% are confident that they will be compensated if they’ve been left worse-off 

because of how a company collected, shared or used their information.  

• 70% believe personal information should only be collected or used if it is in a person’s best 

interest and is unlikely to cause harm to them and others. 

Our privacy law, even with the new proposed changes, still relies on notification and consent 
as the primary means of protecting consumers. By forcing consumers into a situation where 
they “decide once” about whether to share their data but bear the consequences potentially 
for the remainder of their life is not a fair trade. This starkly contrasts with the knowledge and 
capability of firms to understand the value and potential use of data, including how it can 
enable AI systems.  

This reliance on notification and consent means that businesses are practically able to collect 
significant amounts of data about their customers and use it in almost any way for any 
outcome. There is currently no protection against businesses embedding consent for personal 
information to be collected, shared and used (including aggregation with other data points) 
into long, complex terms and conditions. As an example, the increased use digital application 
tools in rental markets, where people have little to no choice with the agents they engage 
with, require significant amounts of sensitive personal information to be shared as part of the 
application process. Potential renters are not empowered to raise concerns with the use of 
third-party AI-enabled tools to score them and their eligibility to rent the property.10 

At minimum, reform to the Privacy Act should prioritise protections that go beyond notifying 
consumers how data will be used or seeking individual consent and require businesses to stop 
using data in ways that are highly likely to cause harm.  

We urge the Federal Government to fast-track the revision of the Privacy Act 1988 and heed 
the concerns and proposals made by consumer representatives during the March 2023 
consultation on how Australia’s privacy protections could be strengthened. Specifically, CPRC 
urges the Federal Government to: 

• modernise what it means to be identifiable to cover information obtained from any 
source and by any means 

• require all businesses to assess and ensure how they collect and use data leads to fair 
and safe outcomes that are in the interests of their customers and the community 

 

10 CHOICE, 2023, At What Cost? The price renters pay to use RentTech, https://www.choice.com.au/consumers-and-data/data-
collection-and-use/how-your-data-is-used/articles/choice-renttech-report-release.  

https://www.choice.com.au/consumers-and-data/data-collection-and-use/how-your-data-is-used/articles/choice-renttech-report-release
https://www.choice.com.au/consumers-and-data/data-collection-and-use/how-your-data-is-used/articles/choice-renttech-report-release
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• provide a clear pathway for redress and support when things go wrong 

• implement genuine privacy by default measures instead of placing the onus on 
consumers to opt-out of settings that are not designed with their interests in mind, 
and 

• empower and adequately resource the regulator to swiftly ban or restrict harmful 
practices that cause direct and clear consumer harms. 

Introduce a general safety provision 
Currently, our product safety framework imposes little to no positive obligations on businesses 
to implement safe products and services. Most products in the market can be sold without any 
prerequisites for safety. Given the pace of any digital environment, especially the rapid pace of 
AI development, this is not a model that can be relied upon for timely and effective mitigation 
to possible harms. Australia needs a general safety provision to ensure there is an upfront 
obligation for products and services to be safe. This legal model, where goods and services 
have to be safe before sold rather than proved to be unsafe after the fact, is already in 
operation in a number of other comparable jurisdictions such as the United Kingdom, 
European Union and Canada.  

A general safety provision needs to: 

• provide strong, binding incentives for traders to prevent unsafe goods entering the market  

• provide commercial advantage to traders that are already exercising due diligence, and  

ensuring products are safe, and 
• improve the ability for regulation to take proactive action in relation to unsafe products.11 

Question 16. Where do you see the greatest risks of gaps or 
inconsistencies with Australia’s existing laws for the development and 
deployment of AI? Which regulatory option best addresses this, and 
why?  

For gaps in existing laws, see response to Question 13.  
 
Regardless of the regulatory option that is deployed, ensuring AI is deployed in a fair and safe 
manner, it will require: 

• a shift from post-harm enforcement that relies on consumer complaints and ad hoc 
surveillance of the market to regular monitoring and auditing of the market, and 

• an approach that goes beyond penalties and creates deterrence effects that sets a 
precedence of compliance. 

 

Well-resourced regulators for continuous monitoring of the market
Currently, traditional compliance and enforcement models often take place post harm, where 
a pattern of harm has been identified and reported either by individuals or community groups. 
Much of the onus remains on consumers to identify and report breaches after they have lost 
money or faced other life-altering consequences.  

In the context of AI, this is an insufficient approach to consumer protection, as identifying the 
root cause of harm is often unclear for individuals who may not even be aware that bias, 

 

11 CPRC, 2021, The Digital Checkout, https://cprc.org.au/the-digital-checkout/.  

https://cprc.org.au/the-digital-checkout/
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incomplete data sets, and inaccurate assumptions may have led to poor AI-enabled outcomes 
for them. With little to no transparency on how consumer data is collected and used, it is 
impractical to expect that an individual or a community group would be able to identify and 
report the potential of harm to a regulator for investigation. 

Australia needs well-resourced regulators with the capacity and capability to monitor and 
enforce consumer protection breaches in the complex digital environment, including in AI. 
Resourcing could be considered in proportion of the size and value of the market for which the 
regulator has oversight to ensure they can adequately keep abreast of the velocity and volume 
of the market they are enforcing. Regulators need to have the powers and tools to proactively 
uncover harm that is currently obfuscated.  
 
The Federal Government must ensure regulators are adequately resourced with the capacity 
and capability to monitor and enforce the law in this complex environment. They must be 
empowered to undertake, continuous, proactive investigations and have powers to take 
enforcement action swiftly and independently.  

Re-thinking penalties to ensure effective deterrence
It is clear, that for many large entities, pecuniary penalties have simply become the ‘cost of the 
doing business’. Penalties alone are no longer an adequate motivator to ensure compliance. In 
2022, it was reported that Meta had specifically set-aside 3 billion Euros in its 2022-23 budget 
to pay for privacy fines.12  
 
In setting up the regulatory framework for the new AI-specific Act and strengthening existing 
legislation, the Federal Government must also consider new forms of penalties that will 
effectively deter poor practices across the sector. This could include: 

• deletion of and prohibition to use algorithms and related data that was acquired or used as 
part of the non-compliant process or model 

• revoking patents or other trademarked products and services related to non-compliant 
activities, and 

• requiring mandatory compensation to all parties impacted by the non-compliant activities. 
 
Where pecuniary penalties are imposed, a proportion of the funds should be attributed for 
consumer organisations so they too can build their capacity and capability to effectively 
participate in the ongoing AI policy discussions. 
 

 

12 Manancourt, V., 2022, Meta faces record EU privacy fines, Politico, https://www.politico.eu/article/eu-fines-meta-privacy-tech-
security-facebook-whatsapp-instagram/  

https://www.politico.eu/article/eu-fines-meta-privacy-tech-security-facebook-whatsapp-instagram/
https://www.politico.eu/article/eu-fines-meta-privacy-tech-security-facebook-whatsapp-instagram/

